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1.Ans) B) always increases

2.Ans) D) None of the above

3.Ans) A) difference between the actual value and the predicted value

4.Ans) C) By its slope

5.Ans) A) must also be equal to 1

6.Ans) A) Scatter plot

7.Ans) B) f-statistics

8.Ans) C) Ridge

9.Ans) B) It shows the positive or negative relation between dependent and independent variables

D) It is a straight line that is the best approximation of the given data sets

10.Ans) B) Generalizing the test set, D) Grouping the data

11.Ans) A) Normal Equation B) Singular Value Decomposition

12.Ans) Every time you add an independent variable to a model, the R-squared increases, even if the independent variable is insignificant. It never declines. Whereas Adjusted R-squared increases only when independent variable is significant and affects dependent variable

13.Ans) cost function is a measure of how wrong the model is in terms of its ability to estimate the relationship between X and y. This is typically expressed as a difference or distance between the predicted value and the actual value

14.Ans) SST, is the squared differences between the observed dependent variable and its mean, SSR, is the sum of the differences between the predicted value and the mean of the dependent variable SSE, is the difference between the observed value and the predicted value.

15.Ans) Mean Squared Error (MSE) Root-Mean-Squared-Error (RMSE). Mean-Absolute-Error (MAE)